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Abstract
This paper explores the application of large lan-
guage models (LLMs) in nursing and elderly
care, focusing on AI-driven patient monitoring
and interaction. We introduce a novel Chinese
nursing dataset and implement incremental
pre-training (IPT) and supervised fine-tuning
(SFT) techniques to enhance LLM perfor-
mance in specialized tasks. Using LangChain,
we develop an interactable nursing assistant
capable of real-time care and personalized in-
terventions. Experimental results demonstrate
significant improvements, paving the way for
AI-driven solutions to meet the growing de-
mands of healthcare in aging populations.

1 Introduction

The rapid advancement of large language models
(LLMs) has opened new avenues for healthcare ap-
plications. While LLMs have demonstrated im-
pressive capabilities in generating human-doctor-
like clinical decisions and integration into health-
care (Thirunavukarasu et al., 2023; Tan et al.,
2024; Ullah et al., 2024; Li et al., 2023), its exper-
tise in nursing remains in its nascent stages.
On the one hand, nursing scenarios are more

complex than other clinical decision cases, such
as medication prescription or diagnostic imaging,
as they involve continuous monitoring, real-time
decision-making, and patient interaction, requiring
models that can handle awider array ofmultimodal
inputs and adapt dynamically to evolving patient
conditions (Carayon and Gurses, 2008). On the
other hand, nursing tasks often involve high lev-
els of direct patient interaction, demanding mod-
els that can process complex multimodal inputs—
such as voice, text, and even visual cues—in real
time. China has experienced a significant increase
in its aging population. By 2022, individuals aged
60 and above accounted for 19.8% of the popula-
tion (Global Times, 2023), a figure projected to
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rise to 28% by 2040 (Peng, 2023). This demo-
graphic shift is expected to place considerable pres-
sure on the country’s healthcare system, particu-
larly in meeting the demand for nursing care. De-
spite this growing need, the supply of skilled nurs-
ing services remains inadequate. There is a no-
ticeable gap between the expertise required to care
for the elderly and the qualifications of the cur-
rent healthcare workforce. A 2023 investigation
revealed that only 7.18% of workers in China’s
elderly care industry hold a bachelor’s degree or
higher, highlighting the urgent need for more qual-
ified personnel (Zhang and Zhang, 2023).
Our work seeks to address this disparity by de-

veloping AI-driven Nursing and Elderly-Care so-
lutions tailored to the specific needs of the nursing
profession, leveraging cutting-edge large language
model (LLM) techniques. We focus on creating
LLMs that support patient monitoring, personal-
ized care, and facilitate effective communication
between healthcare providers and patients. Addi-
tionally, we are exploring the development of a
Langchain agent application based on this special-
ized model, alongside its potential for multimodal
processing.
In this paper, we make the following contribu-

tions to both the NLP community and the Nursing
and Elderly Care industry:

• We pioneered the application of large lan-
guage models in nursing and elderly care,
proposing a SOTA model and gathering fine-
tuning expertise specific to these fields.

• We developed the first multilayer Chinese
nursing dataset for elderly care and demon-
strate its effectiveness through ablation stud-
ies. We also establish a benchmark test set to
evaluate fundamental nursing knowledge and
skills.

• We investigate the use of nursing robots pow-



ered by our LLM, evaluating their perfor-
mance in essential nursing tasks and explor-
ing their potential to incorporate visual pro-
cessing in care environments.

2 Related Work

2.1 Harnessing LLMs for Nursing
Applications

Studies have highlighted the transformative role
of Large Language Models (LLMs) in healthcare,
including applications in clinical decision-making,
patient care, and medical education. Comprehen-
sive surveys discuss the development and deploy-
ment of LLMs across various medical tasks, focus-
ing on their potential for improving diagnostic ac-
curacy and streamlining medical workflows (Zhou
et al., 2023; Nazi and Peng, 2024). (Zhou et al.,
2023) also highlights the performance of models
like GPT-4 and MedPaLM across ten biomedi-
cal natural language processing tasks, demonstrat-
ing their generalization ability to outperform tra-
ditional models in various discriminative and gen-
erative tasks. However, the existing body of work
mainly focuses on the general medical applications
of LLMs, while LLMs specifically designed for
nursing applications are left under-explored.
Nursing environments present a unique set

of challenges, such as time-sensitive decision-
making, handling diverse patient populations, and
managing high-stress situations. Current general
medical LLMs may not be fully equipped to ad-
dress these demands, emphasizing the need for
more focused research on LLMs designed specif-
ically for nursing applications.
The current related work in nursing primar-

ily focuses on theoretical exploration and future
possibilities, rather than practical implementation.
(Xiong et al., 2023) validates the combination of
LLMs with local knowledge bases for intelligent
nursing decision-making, highlighting the impor-
tance of contextual adaptation. However, their
model is developed solely on the text modality,
lacking integration with other crucial data sources
such as audio and visual inputs. Other work (Per-
spect, 2023; Woo et al., 2024) discusses the impli-
cations of LLMs in healthcare education, noting
both their potential and the need for cautious imple-
mentation. These studies collectively underscore
the importance of contextual, safe, and practical
integration of LLMs in nursing.
The most closely related work to ours is Lla-

maCare (Li et al., 2024), a large language model
that utilizes instruction-based tuning to integrate
diverse clinical data, improving its ability to gen-
erate discharge summaries and predict outcomes
like mortality and hospital stays. LlamaCare sur-
passes existing LLM benchmarks in producing ac-
curate and coherent clinical texts, demonstrating
its potential for broader clinical use. However, its
focus spans a wide range of healthcare domains,
with less emphasis on the foundational knowledge
specific to nursing.

2.2 Nursing Datasets for LLMs
Developing nursing-specific datasets is essential
for improving LLMs in healthcare, but such
datasets are limited, restricting their application
in specialized fields like nursing. Although the
MIMIC-III database (Johnson et al., 2016) offers
structured data, it lacks alignment with the unstruc-
tured text needed for LLMs.
Wang et al. (Wang et al., 2023b) introduced

MedNgage, a dataset focused on patient-nurse con-
versations, annotated to distinguish between socio-
affective and cognitive engagement. Fine-tuning
transformer models on this dataset enhances AI-
driven predictions in patient care.
Xiong et al. (Xiong et al., 2023) developed a

dataset that integrates LLMs with local knowledge
bases for decision-making in nursing, but it primar-
ily addresses textual data, lacking the multimodal
inputs (e.g., audio, visual) essential for real-time
patient interactions.

3 Method

3.1 Model Architecture
Our method builds upon cutting-edge large lan-
guagemodels (LLMs) by applying supervised fine-
tuning (SFT) to adapt these models specifically
for nursing and elderly care tasks. We primar-
ily tested two advanced models: GLM4 (GLM
et al., 2024) and LLaMA 3.1 (Vavekanand and
Sam, 2024), both of which represent the state-of-
the-art in LLM development, and can be integrated
with multimodal ability easily via projection and
finetuning (Wang et al., 2023a; Liu et al., 2024,
2023a,b).

3.2 Dataset
We developed a specialized dataset named “Nurs-
ingPiles”, designed to comprehensively cover var-
ious sources and levels of professional knowledge



in nursing and elderly care. This dataset is built
from multiple sources, including textbooks, manu-
als, legal documents, and research papers, synthe-
sizing data into question-answer (QA) pairs. To
mitigate catastrophic forgetting (Zhai et al., 2023),
which can occur during model fine-tuning, we in-
troduced open-source datasets as part of a data-
mixing strategy. This approach helps maintain the
model’s original dialogue capabilities while fine-
tuning it for specialized tasks in nursing care.

3.3 Training Protocol
For the model training, we utilized the Parameter-
Efficient Fine-Tuning (PEFT) package along with
an Incremental Pre-training (IPT) process to fur-
ther optimize the model’s performance. The train-
ing was conducted on 8 × NVIDIA A100-80GB
GPUs, with a total training time of approximately
72 hours for fine-tuning, while the IPT stage took
an additional 30 hours. The parameter settings for
both stages are presented in Appendix A Table 4.

3.4 LangChain Prompting
In this design, we present a modular system for
the nursing assistant, capable of handling the full
lifecycle of patient care, including real-time data
collection, personalized care plan generation, and
continuous monitoring. The system integrates IoT
devices for health data collection, AI-based diag-
nostics, and personalized care recommendations
through LangChain. Critical to the design is the
secure storage and management of patient infor-
mation, utilizing AES encryption and key man-
agement services (KMS) to ensure data protec-
tion. Additionally, we employ OAuth and JWT for
robust authentication, ensuring authorized access
to encrypted data, and provide post-care follow-
up with automated reminders and health educa-
tion. This architecture allows for flexible, secure,
and scalable patient care management. Appendix
A providing core code and snippets for key pro-
cesses.

3.5 Benchmark
We selected several authoritative exam questions,
such as the “Three Basics and Three Stricts”
exam questions (Zhang, 2020) and the postgradu-
ate nursing exam questions (Li, 2019), as evalua-
tion benchmarks. The entire set of questions in-
cludes two parts: multiple-choice questions and
open-ended questions. For the multiple-choice
questions, the “Three Basics and Three Stricts”

test covers content from nine subjects, including
basic theory (such as anatomy, physiology, and
pathology), basic knowledge (including pharma-
cology, microbiology, and disease studies), and
basic skills (such as nursing procedures, emer-
gency techniques, and nursing operations). These
subjects can objectively and comprehensively re-
flect the nursing knowledge and capabilities of the
model (Wang, 2018). For this part of the questions,
we use the P-R-F1 metrics to evaluate.

4 Experiments

4.1 Test Scores
We evaluated the performance of the models using
Precision, Recall, F1-score, and Accuracy. The
results demonstrate that our models, which inte-
grate both Incremental Pretraining (IPT) and Su-
pervised Fine-Tuning (SFT), significantly outper-
form the baseline models. The GLM4-Chat 9B +
IPT + SFT achieved the best performance with a
Precision of 86.78%, Recall of 85.65%, F1-score
of 86.21%, and Accuracy of 58.9%. These im-
provements highlight the importance of combining
domain-specific pretraining with fine-tuning. For
more details see Table 2.

4.2 Ablation Analysis
To assess the individual contributions of IPT and
SFT, we conducted an ablation study by removing
each component separately. The results show that
removing either IPT or SFT results in a drop in per-
formance across all metrics. For instance, without
SFT, the LLaMA + IPT model saw a significant
reduction in Recall (from 78.09% to 72.5%) and
F1-score (from 77.75% to 74.69%). Similarly, re-
moving IPT resulted in reduced performance for
both models, particularly in Accuracy. This con-
firms that both components are crucial for optimal
model performance in the nursing and elderly care
domain. For more details see Table 3.

5 Conclusion

This paper presented an approach to apply large
language models (LLMs) in nursing and elderly
care by utilizing incremental pre-training (IPT)
and supervised fine-tuning (SFT). We developed
a Chinese nursing dataset, demonstrating its effec-
tiveness through improved performance in special-
ized tasks. Additionally, we explored the use of
LangChain for a multimodal nursing assistant, en-
abling real-time monitoring and personalized care.



Data Format Source Utilization Method Scale
Text in markdown format Textbooks IPT 2,777,526 Tokens

Manuals, Industry Regulations RAG 497,184 Tokens
Single-turn dialogues SelfQA based on research papers PEFT 17,580 pairs

QA based on nursing safety and ethics from manuals, regulations PEFT 5,000 pairs
Medical open-source datasets PEFT 5,000 pairs

Multi-turn dialogues Generated nursing dialogues in simulated scenarios (GPT-4) PEFT 1M dialogues
Psychology and clinical dialogues generated by GPT-4o PEFT 0.5M dialogues

Image-text pairs Real-world photo collection SFT 2,510 pairs

Table 1: Summary of data formats, sources, utilization methods, and scale. Abbreviations: IPT (Incremental
Pretraining), RAG (Retrieval-Augmented Generation), PEFT (Parameter-Efficient Fine-Tuning), SFT (Supervised
Fine-Tuning).

Models Precision Recall F1 Accuracy
LLaMA 3.1 8B Instruct 76.61 67.4 71.71 36.6
GLM4-Chat 9B 82.54 77.8 80.1 44.0
GPT-4o 86.62 84.02 85.3 56.84
Ours
LLaMA + IPT + SFT 77.41 78.09 77.75 44.7
GLM4 + IPT + SFT 86.78 85.65 86.21 58.9

Table 2: Performance comparison between models,
with highest score in bold.

Models Precision Recall F1 Accuracy
Ours
LLaMA + Instruct + IPT + SFT 77.41 78.09 77.75 44.7

(–) (–) (–) (–)
GLM4 + IPT + SFT 86.78 85.65 86.21 58.9

(–) (–) (–) (–)
Ablation (IPT only)
LLaMA + IPT 77.00 72.5 74.69 41.0

(-0.41) (-5.59) (-3.06) (-3.7)
GLM4 + IPT 85.50 82.5 84.0 50.0

(-1.28) (-3.15) (-2.21) (-8.9)
Ablation (SFT only)
LLaMA + SFT 76.90 73.2 74.98 40.5

(-0.51) (-4.89) (-2.77) (-4.2)
GLM4 + SFT 86.00 83.0 84.48 52.5

(-0.78) (-2.65) (-1.73) (-6.4)

Table 3: Performance comparison between models,
with delta values shown in parentheses representing the
difference between the full model (IPT + SFT) and the
ablation variants.

Our results highlight the potential of LLMs to ad-
dress the growing demand for skilled nursing care.

6 Limitations & Future Work

There are several concerns with respect to the lim-
itations:
First, the model primarily focuses on text-based

data, and further integration of audio and visual
inputs is needed. Second, the dataset is largely
Chinese-focused, limiting broader applicability
across languages and cultures. Third, model re-
sponsiveness in real-time clinical settings remains
a challenge. Last, interpretability in AI-driven care
requires further consideration. Existing general
medical LLMs often lack the interpretability re-

quired for such high-stakes applications. Recent
advancements, such as integrating Prototypical
Networks with language models (Wen, 2024; Wen
et al., 2024), demonstrate promising approaches to
improve interpretability without sacrificing accu-
racy.

7 Ethics Statements and Justifications

7.1 Data Ethics

The dataset used in this study consists of four sub-
sets: text in markdown format, single-turn dia-
logues, multi-turn dialogues, and image-text pairs.
All subsets, except the image-text pairs, were col-
lected and automatically annotated through our
data processing pipeline, as summarized in Table
1.

7.1.1 Participant Involvement and Consent

The Image-text pairs subset consists of 2510
image-text pairs, collected by the research team
in Room 310, School of Mechanical Engineering,
Hongqiao Campus, Hebei University of Technol-
ogy (specific address: 5340 Xiping Road, Beichen
District, Tianjin, China).
All participants were research team members

who signed informed consent forms prior to data
collection, including: (1) Awareness that their fa-
cial images might appear in the dataset and be used
for academic research; (2) Consent to waive por-
trait rights, including potential public display of
content within the dataset; (3) Knowledge that the
data may be published on public platforms for aca-
demic research, model training, and related publi-
cations; and (4) The right to withdraw consent at
any time, though data already utilized or published
remains lawful. The full version of the consent
form can be viewed in this link.

https://drive.google.com/file/d/1LqBKZCyBux9_6fiSRHOrjywoQ_j7HpjQ/view?usp=sharing


7.1.2 Annotators’ Rights and Responsibilities
Among the four subsets, only the image-text pairs
subset requires data annotation, where each person
and piece of equipment in the photos is annotated
using polygon segmentation masks. All the label-
ing processes were performed using LabelMe, an
open-source annotation tool. We engaged 10 in-
dividual annotators, both from our research group
and on-line, to ensure their workload remained
manageable. We provide compensation to annota-
tors in accordance with market standards, ensuring
full compliance with labor payment laws in China.
The annotators all agreed not to save or share any
portion of the collected or annotated data.

7.1.3 Intellectual Property
The source of our dataset adheres to intellectual
property (IP) regulations:
Text in Markdown Format: Sources include

publicly available textbooks, manuals, and indus-
try regulations. Usage complies with fair use for
noncommercial academic purposes. Single-Turn
Dialogues: Developed using open-source research
papers, nursing safety guides, and open-source
medical datasets. The licenses were reviewed to
ensure compliance. Multi-Turn Dialogues: Gen-
erated using GPT-4o and InternLM based on pub-
licly available knowledge. The usage of this con-
tent complies with the relevant user terms and is for
noncommercial academic research purposes only.
All outputs are original and createdwithout infring-
ing any third-party intellectual property rights. In
case any third-party claims arise, we are commit-
ted to addressing and resolving such matters in
compliance with applicable laws and regulations.
Image-Text Pairs: Collected and annotated by
our research team with the consent of the partici-
pants. All rights are reserved by the research group
for academic research use. Licensing and Usage:
This dataset is released under an open-source li-
cense (e.g., CC BY-NC 4.0) for noncommercial re-
search only. Any commercial use is prohibited.

7.2 Ethical Review
In this research, the only in-person component in-
volves capturing image-text pairs depicting nurs-
ing environments. The photographs are strictly
limited to non-intrusive environmental observa-
tions and do not involve any medical procedures
or interventions. All images are fully anonymized,
excluding recognizable facial features, and all indi-
viduals signed waivers for the use of their likeness.

Given the absence of identifiable personal infor-
mation, medical procedures, or interventions, this
study meets the exemption from IRB review under
the exemption at 45 CFR 46.104(d)(2). Nonethe-
less, our research has been scrutinized and ap-
proved officially by the John Hopcroft Center for
Computer Science at Shanghai Jiao Tong Univer-
sity (SJTU). Please find the official Ethics Ap-
proval Application in link.
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A.1 Details for the LangChain prompting.
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framework that enables developers to build appli-
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It provides a suite of modular components, includ-
ing Prompts, Indexes, Chains, Agents, and Mem-
ory, which developers can leverage to build a vari-
ety of intelligent applications such as personal as-
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Furthermore, LangChain offers standardized inter-
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and examples of common application use cases, al-
lowing developers to more easily harness the capa-
bilities of language models to construct their own
tailored solutions.
This section provides detailed explanations and

examples of how LangChain is utilized to imple-
ment various components of the dynamic nursing
assistant system. Table 5 summarized the tech-
niques combined in terms of modules and func-
tions and below are the core components and cor-
responding LangChain implementations:
1. Data Collection and Monitoring:

LangChain integrates with external tools to
gather patient feedback and health data through
natural language interfaces. It can process and
format the input, converting it into structured data.

from langchain.prompts import
PromptTemplate

from langchain.chains import LLMChain

template = """
收集以下健康数据:
- 心率
- 血压
- 患者主诉

输入: {user_input}
"""
prompt = PromptTemplate(template=

template , input_variables=["
user_input"])

chain = LLMChain(prompt=prompt)
result = chain.run("患者感觉头晕，血压

140/90，心率90")
print(result)

2. Triggering Nursing Diagnosis: LangChain
can automate nursing diagnosis by using rule-
based engines or AI models, depending on patient
health indicators.

from langchain.chains import
SimpleSequentialChain

def check_for_issues(user_input):
if "血压140/90" in user_input:

return "触发高血压护理诊断"
else:

return "病情稳定"

def diagnostic_advice(issue):
if "高血压" in issue:

return "建议每日测量血压，限制盐
分摄入，定期服用降压药"

else:
return "无特殊护理建议"

chain_1 = LLMChain(check_for_issues)
chain_2 = LLMChain(diagnostic_advice)

sequential_chain = SimpleSequentialChain
(chains=[chain_1 , chain_2])

result = sequential_chain.run("患者血压
140/90，心率90")

print(result)

3. Personalized Care Plan Generation:
LangChain can generate personalized care plans
by dynamically creating templates based on the pa-
tient’s condition.

from langchain.prompts import
PromptTemplate

from langchain.chains import LLMChain

template = """
患者状态: {user_input}
基于患者的状态，生成以下护理计划:
- 药物管理
- 饮食建议
- 康复计划

输入: {user_input}
"""
prompt = PromptTemplate(template=

template , input_variables=["
user_input"])

chain = LLMChain(prompt=prompt)
result = chain.run("高血压患者，血压140

/90，心率90")
print(result)

4. Continuous Monitoring and Feedback Ad-
justment: LangChain allows for continuous pa-
tient feedback collection and care plan adjustments
through persistent conversation chains.

from langchain.memory import
ConversationBufferMemory

from langchain.chains import
ConversationChain

memory = ConversationBufferMemory()
conversation = ConversationChain(memory=

memory)

conversation.run("患者感觉心情好转，但仍
有头晕")

conversation.run("继续测量血压并减少盐摄
入")

conversation.run("血压已降至130/80，感觉
良好")

print(memory.load_memory_variables({}))

5. Dynamic Care Stage Transition:
LangChain can automatically assess patient
status and trigger transitions between different
stages of care based on health indicators.

def check_stage(patient_data):
if "血压130/80" in patient_data:

return "患者康复，进入后续健康管
理阶段"

else:
return "继续当前护理"

chain_stage = LLMChain(check_stage)



result = chain_stage.run("患者血压130/80
，心率正常")

print(result)

6. Health Education and Follow-Up Support:
LangChain can dynamically generate health edu-
cation materials and reminders for patients in the
recovery phase.
from langchain.prompts import

PromptTemplate
from langchain.chains import LLMChain

template = """
患者恢复阶段: {user_input}
生成一份个性化的健康教育指南，帮助患者维

持康复:
- 生活建议
- 饮食注意事项
- 每日健康监控任务

输入: {user_input}
"""
prompt = PromptTemplate(template=

template , input_variables=["
user_input"])

chain = LLMChain(prompt=prompt)
result = chain.run("患者进入康复阶段，血

压正常")
print(result)

LoRA Parameters
LoRA_alpha 24
LoRA_dropout 0.08
LoRA_rank 48
bias None
Other Parameters
num_train_epochs 4
per_device_train_batch_size 6
gradient_accumulation_steps 3
optimizer paged_adamw
learning_rate 2.5e-4
tf32 True
max_grad_norm 0.4
warmup_ratio 0.02
max_length 4096
lr_scheduler_type cosine
IPT Process Parameters
num_ipt_epochs 3
pretrain_batch_size 12
learning_rate (IPT) 1.5e-4
max_grad_norm (IPT) 0.35
ipt_optimizer adamw
warmup_steps 3000

Table 4: Parameters for Model Fine-tuning and IPT on
8x A100 80GB GPUs.
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